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AI for S afety: How to us e E x plainable Machine Learning Approaches  for S afety Analys es

ML for Safety: What is that?

S afety of ML

 Us e meth ods  an d meas u res  to addres s  Machine Learning (ML) 
in s u ffic ien c ies  within the software (architecture)

 For ins tance: Uncertainty Calibration, Filtering, R obus tification etc.

ML for Safety

 Us e (ex plainable) ML approaches  for s afety an aly s is  to identify  
ML in s u ffic ien c ies and link the res u lts  to s afety  artifac ts

 For ins tance: Search-bas ed Tes ting, Principal Component Analys is , 
Clus tering etc.
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Equivalence Classes of Equal Behavior [2]

De finition: » [E quivale nc e ] clas s e s  are  ide ntifie d bas e d on the  
divis ion of inputs and outputs, suc h that a re pre s e ntative  tes t value  
can be  se le cted for eac h [e quivale nc e ] clas s . «

.
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AI for S afety: How to us e E x plainable Machine Learning Approaches  for S afety Analys es

Safety Artifacts: What kind?

C1 C2

… … …

CN

→ How is this  us eful for safety?
The identification and us e of equivalence clas s es  can 
con s iderably  redu c e the requ ired tes tin g effort.
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Equivalence Classes of Equal Behavior [2]

De finition: » [E quivale nc e ] clas s e s  are  ide ntifie d bas e d on the  
divis ion of inputs and outputs, suc h that a re pre s e ntative  tes t value  
can be  se le cted for eac h [e quivale nc e ] clas s . «

.

Unknown Unknowns [3]

De finition: » Unknown Unknowns  are  [...] known parame ters  of 
sc e narios  [that] can combine  into unk nown potentia l trigge ring 
conditions  (e .g., combination of we athe r and traffic  conditions ). «
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AI for S afety: How to us e E x plainable Machine Learning Approaches  for S afety Analys es

Safety Artifacts: What kind?

C1 C2

… … …

CN

K n o w n K n ow n

(e.g. evaluated, single 

test res ult)

Un k n ow n K n o w n

(e.g. lack of 

generalization)

Un k n ow n K n o w n

(e.g. lack of meas ured 

performance)

Un k n ow n Un k n o w n

(e.g. unknown, but 

relevant input)

Information

E vide nc

e

→ How is this  us eful for safety?
The identification and us e of equivalence clas s es  can 
con s iderably  redu c e the requ ired tes tin g effort.

→ How is this  us eful for safety?  
The identification of unknown unknowns  can potentially 
redu c e un s afe s y s tem behav ior. 
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Decision Trees (DTs): Mathematical Foundation

The bas ic concept of DTs  is data partitioning according to:

Find highes t de c re as e  in impurity Δ(𝑠𝑠, 𝑛𝑛) for data 𝑆𝑆𝑛𝑛 via

∆ 𝑠𝑠,𝑛𝑛 = 𝑓𝑓𝑖𝑖 𝑛𝑛 −
𝑆𝑆𝑛𝑛𝑛𝑛
𝑆𝑆𝑛𝑛

∗ 𝑓𝑓𝑖𝑖 𝑛𝑛𝑛𝑛 −
𝑆𝑆𝑛𝑛𝑛𝑛
𝑆𝑆𝑛𝑛

∗ 𝑓𝑓𝑖𝑖 𝑛𝑛𝑛𝑛 ,

with impurity function

𝑓𝑓𝑖𝑖 𝑛𝑛 = �
𝑥𝑥,𝑦𝑦 ∈ 𝑛𝑛𝑛𝑛

𝑦𝑦𝑀𝑀 − 𝑦𝑦𝑇𝑇 2 ,

in order to repeatedly  partition the data into dis joint, s maller s u bs ets , 
such that each subs et is cons is tent with regards  to its  ou tpu t.

Hyperparameters :
 Thres hold 𝜃𝜃 for the minimum decreas e in impurity, i.e., Δ(𝑠𝑠, 𝑛𝑛) < 𝜃𝜃
 The minimum number of samples  𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛 to allow further splits, i.e., 𝑆𝑆𝑛𝑛 > 
𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
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Safety Artifacts: How do we find them?

Example  for single  split of 
data

Example  for single  de c is ion 
tree
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Previous work [4]

Bas ic idea for safety as s urance: B u ild an in tros pec tiv e, ex plainable model (s o we unders tand why “something” is safe)
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ML for Safety: How did we create the RF?
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Previous work [4]

Bas ic idea for safety as s urance: B u ild an in tros pec tiv e, ex plainable model (s o we unders tand why “something” is safe)

ML components:
 B lac k-B ox : A bas eline YOLOv5 object detector is trained on COCO201 7  data and fine-tuned on CAR LA images . 
 Wh ite-B ox : A R andom Fores t (R F ) is trained us ing the selected (s afety) features  and corres ponding, evaluated YOLOv5 predictions .
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AI for S afety: How to us e E x plainable Machine Learning Approaches  for S afety Analys es

ML for Safety: How did we create the RF?
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Decision Tree Leaves

 1 . Leaves that show little varian c e in data and fulfill 𝑆𝑆𝑛𝑛 = 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Des ired res ult, bes t pos s ible subs et, given 𝜃𝜃 and 𝑆𝑆𝑛𝑛

 2. Leaves that show little varian c e in data and fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Early stopping, bes t pos s ible subs ets, ∆ 𝑠𝑠,𝑛𝑛 < 𝜃𝜃

 3 . Leaves that show high varianc e in data and fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Early stopping, incons is tent subs ets, independent of 𝜃𝜃 and 𝑆𝑆𝑛𝑛

 4. Leaves that show high varianc e in data and fulfill 𝑆𝑆𝑛𝑛 = 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Impure res ult, prevent overfitting, given 𝜃𝜃 and 𝑆𝑆𝑛𝑛
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ML for Safety: What did we find?
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Decision Tree Leaves

 1 . Leaves that show little varian c e in data and fulfill 𝑆𝑆𝑛𝑛 = 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Des ired res ult, bes t pos s ible subs et, given 𝜃𝜃 and 𝑆𝑆𝑛𝑛

 2. Leaves that show little varian c e in data and fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Early stopping, bes t pos s ible subs ets, ∆ 𝑠𝑠,𝑛𝑛 < 𝜃𝜃

 3 . Leaves that show high varianc e in data and fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Early stopping, incons is tent subs ets, independent of 𝜃𝜃 and 𝑆𝑆𝑛𝑛

 4. Leaves that show high varianc e in data and fulfill 𝑆𝑆𝑛𝑛 = 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛
Meaning: Impure res ult, prevent overfitting, given 𝜃𝜃 and 𝑆𝑆𝑛𝑛
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Safety Artifacts: How did we find them?

Safety Artifacts
—

Does  this  mean we found a 
general area of equivalent 
behavior, as  the data 
„naturally“ converges ?  

Does  this  mean the provided 
data does  not allow a 
dis entanglement with the 
contained information (given 
the inputs, data points and 
model)?
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Safety Artifacts: Equivalence Classes of Equal Behavior

Input Feature Interval Unit

Object distance all [m]

Object area x ≤ 3.623 3 [m2]

Object occlus ion all [%]

Nois e variance 7 4 ≤ x [%]

Identification and Validation of Equivalence Classes of Equal 
Behavior

Idea: If a leaf contains  more samples  than 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛 a split could have been 
pos s ible, however, it was  not required as  𝜃𝜃 has  not been ex ceeded, so all 
samples  have the same output.

Identification: 
 S earch for leaves that fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛 and ∆ 𝒔𝒔,𝒏𝒏 < 𝜃𝜃
 Aggregate all s plit criteria s along the path from origin this  very leaf

Validation:
1. Check validity of the identified equivalence clas s  within  the complete 

data-s et (training and tes t)
2. Check identified equivalence clas s  again s t s y s tem

Outliers

Equivalence clas s  of equal behavior

1

2

1

2

→ Almos t all the identified equivalence clas s es  converge on a combination of 
factors  repres enting technical limitations  of the sys tem, such as  robus tnes s  
agains t nois e or max imum detection dis tance.
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Identification of Root Cause by Process of Elimination

Idea: Show by proces s  of elimination that the only pos s ible 
ex planation for the ex is tence of incons is tent clus ters  are unknown 
unknowns .

Identification: 
 S earch for leaves that fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛 and ∆ 𝒔𝒔,𝒏𝒏 ≥ 𝜃𝜃
 Check if their ex is tence can be ex plain ed by oth er cau s es  in  the 

ML dev elopment cy c le; if not, pos s ible unknown unknown. 
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Safety Artifacts: Unknown Unknowns?

ML 
Model

Data

Input 
Feature

Proc es s  of Elimin ation :
1. Us e different ML methodologies  

→ Mus t be ex plainable method
2. Inves tigate data

→ Check: Balanced dis tribution, bias , accuratenes s , 
etc.

3. Ins pect input features
→ Find: „Noticeable abnormalities ” (e.g., contradictions )

1

2

3
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Identification of Root Cause by Process of Elimination

Idea: Show by proces s  of elimination that the only pos s ible 
ex planation for the ex is tence of incons is tent clus ters  are unknown 
unknowns .

Identification: 
 S earch for leaves that fulfill 𝑆𝑆𝑛𝑛 > 𝑆𝑆𝑚𝑚𝑖𝑖𝑛𝑛 and ∆ 𝒔𝒔,𝒏𝒏 ≥ 𝜃𝜃
 Check if their ex is tence can be ex plain ed by oth er cau s es  in  the 

ML dev elopment cy c le; if not, pos s ible unknown unknown. 
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Safety Artifacts: Unknown Unknowns?

Input Feature Interval Unit

Object distance 1 8.85 ≤ x ≤ 31 .25 [m]

Object area 2.01 8 ≤ x [m2]

Object occlus ion all [%]

Nois e variance 62 ≤ x ≤ 7 8 [%]

ML 
Model

Data

Input 
Feature

Proc es s  of Elimin ation :
1. Us e different ML methodologies  

→ Mus t be ex plainable method
2. Inves tigate data

→ Check: Balanced dis tribution, bias , accuratenes s , 
etc.

3. Ins pect input features
→ Find: „Noticeable abnormalities ” (e.g., contradictions )

1

2

3

1

2

Changing the model does not res olve 
inhomogeneous clus tering, similar 
performance for all tested models .
→ Remaining pos s ibilities : 
specification ins ufficiencies  in data 
and/or input.

Ins pection of data revealed:
 No vis ible data imbalance or bias
but
 Noticeable „contradictions “ and
 Low confidence region (invariant 

to nois e).

3&
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Safety Artifacts: Unknown Unknowns!

Identification and Mitigation of Unknown Unknowns

Idea: Show by proces s  of elimination that the only pos s ible ex planation for 
the ex is tence of incons is tent clus ters  are unknown unknowns .

Identification:
 In s pec t in pu t featu res

Identify: „Noticeable abnormalities ” (e.g., contradictions )

Mitigation:
 In trodu c e new in pu t featu re

R etrain Model with updated input feature
Check the leaf(s ) that fall within the previous ly identified, incons is tent 
clus ter

→ Pleas e be aware that the new leaves can still res ult in any of the bas ic cas es  
for DT leaves (as  shown on slide 5), so the analys is  might not end conclus ively 
every time.

R etraining with new input feature “fog 
dens ity” res ulted in additional, improved sub-
clus ters , within the previous , i.e., 
incons is tent, boundaries .

Dis covered that 
ca rla .We athe rPara me te rs .fog_de ns ity has a 
nonzero value for all low confidence cas es 
within this cluster.
→ Included parameter as  new input 
feature.
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What has been done and what is left to do

Summary & Future Scope

 Developed an approach to us e ex plainable ML for safety analys es  of “Equivalence Clas s es  of Equal Behavior” and “Unknown 
Unknowns ” 

 Equivalence Clas s es  are derived from “naturally” converging data clus ters  after training
 S ucces s ful validation (agains t collected data and sys tem behavior) indeed indicate an identified “Equivalence Clas s  of Equal 

Behavior”
 The starting point for Unknown Unknowns  are incons is tent DT leaves that do not ex ceed the defined thres holds
 By proces s  of elimination the only pos s ible ex planation for their ex is tence is an unknown unknown
 Identification of this  unknown unknown and subs equent integration into the development cycle can mitigate their effect

 S o far, we were able to identify one unknown unknown by dis entangling one promis ing incons is tent data clus ter
 Identified Equivalence Clas s es  cannot always  be interpreted to be meaningful
 The requirement of ex plainable ML limits the applicability of this  approach 
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—
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