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21 000 + €5,6 billion

employees, ~ annual budget
including 1,700 PhD and post-doctoral students

v' Low-carbon energy (nuclear & renewable)

v Digital teChnOIOgy Leading french 9

v Medicine of the future (technology) organisation

registering the highest number of patents in France and
uuuuuu

v Defence and national security

228 start-ups 700+

setupsince19722  industry partners
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Main CEA List’'s axes of research in Al

~200 pers List

Science for Al

Al for Science and Society

Appllcatlb'ns-focussed on
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LL The well-known context...
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Al I1s coming with new and huge challenges

More and more expectations on trust and frugality

Great promises
Massive data A lot of new

applications

Artifictal intelligence £ Machins leerming

Training a single Al model

i can emit as much carbon -
A lot of dgta, Frugality as five cars in their -
computation challenge lifetimes

Dﬁpmmhmammc- - H
try Karon Hao /
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ARTIFICIAL /NIELLACE]T

Efficient and impressing!!!
on elementary task as
 Perception

» Reasoning « Known known »
5«; NO common « Known unknown »
0600 sense ! « Unknown unknown »
« Chicken » or « Nothing (recognized) behind? »
« Pedestrian »
Fragile

Report on Tesla first accident - Recommendation

Miss-used Incorporate System safequards that imit the use of
automated vehicle control systems to those conditions

for which they were designed. (H-17-41)
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Need of policy
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Outside of Europe:

still at stage of recommandations...

NIST

National Institute of
Standards and Technology
U.S. Department of Commerce

www.nist.gov/system/files/documents/2022/03/17/AI-RMF-1stdraft.pdf

The Al RMF is intended for voluntary use in addressing risks in the design,
development, use, and evaluation of Al products, services, and systems.

https://oecd.ai/en/ai-principles
... innovative and trustworthy and that respects
human rights and democratic values. (May 2019)

» OECD

BETTER POLICIES FOR BETTER LIVES

Our mission

fulsre

» Pause Giant A An

Experiments

Home

Cause areas v

Our work ~ About us ~

Lette

Letter

than GPT-4.

Signatures

26157

PUEBLISHED
March 22, 2023

Pause Giant Al Experiments: An Open

We call on all Al labs to immediately pause for at least 8 months the training of Al systems more powerful

Add your

signature

https://futureoflife.org/open-letter/pause-giant-ai-experiments/
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European approach to ethics and regulation

Expert group analyse the subject of TRUST Toward a european regulation

2020: Approach for excellence and Trust 2021: Proposal to the parliament

/ INDEPENDENT 20]_'9: 3 m EUROPEAN 3 _
HiGH-LEVEL EXPERT GROUP ON refinement for ' COMMISSION ' E e,
key sectors |

ARTI

Brussels, 19.2.2020
COMI2020) 65 final

* X %
*
*

remast

*

*

*
x5 K

WHITE PAPER H REGULATION OF THE EURDPEAN PARLIAMENT AND OF THE COUNCIL

Manufactu ring ! ! LAYING DOW IARMONTSED RULES 0% ARTIFICIAL INTELLIGENCE
H ' (ARTIFICIAL INTELLIGENCE ACT) AND AMENDING CERTAIN UNION

Health ' ' LEGISLATIVE ACTS

Justice ! !

ETHICS GUIDELINES E-Government

FOR TRUSTWORTHY Al

O Artificial Intelligence - A Furopean approach to exeellence and trust

Human-centric Al:

| * Al system builder is responsible
Trustworthy Al should be: - robustness, safety,
(1) lawful - respecting all applicable laws & regulations i privacy, transparency...
(2) ethical - respecting ethical principles and values S TR R T e e ]
(3) robust - both from a technical perspective while d gb' P d
taking into account its social environment an .n.ot SULNEE S B AR
decision only

Measure
if your organisation's Al is

7 key requirements:

* Human agency and oversight

e Technical Robustness and safety.
* Privacy and data governance.

* Transparency.

e Societal and environmental well-being.
* Accountability.

trustworthy

Ethics imperatives & defense
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A global policy set up by Europe

A complete approach with 3 pilars: regulation, liability, conformity

o M
S8 CENELEC

Conformity
(Standards)

L)
European
Commission \ /
European Parliament
Data Act

/

Regulation

Al liability

/

Liability

Quality & Technical

AN

ETHICS GUIDELINES
FOR TRUSTWORTHY Al

@ Al Safety & Safe RL Workshop — IJCAI2023 — August 21th
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Toward an European regulation for Al
deployment respecting the european values

European Parliament presentation: www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2021)698792
The act (108 pg) : https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206

* A strong European legislation,
(i.e applicable as it is to any system or service provided in any EU country)

Adopted by EU Parliament, on June 14th 2023:
499 votes in favour, 28 against and 93 abstentions
THEAIACT | 2021:Proposal o the pariiament = Now it goes to each national parliaments

[3=X:]
o * List of prohibited Al Technology neutral

 Risk classification

o * Rules for high risk Al systems Risk based approach
* Transparency obligations
REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCTL . . Market fOCUSS
OO NI S s e * Support to innovation (preserve research)

w
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https://www.nist.gov/

Toward an European regulation:
centered on the usage

T
A

uropean Parliamen

Al systems that deploy harmful manipulative 'subliminal techniques'
Al systems that exploit specific vulnerable groups (physical or mental disability)

Al systems used by public authorities, or on their behalf, for social scoring purposes
Predictive policing systems (based on profiling, location or past criminal behavior)
Emotion recognition in law enforcement, border management, the workplace, educational institutions

“Real-time” and “Post” remote biometric identification systems in publicly accessible spaces
(except for serious crimes after judicial authorization)

Biometric categorization using sensitive characteristics

(e.g. gender, race, ethnicity, citizenship status, religion, political orientation)

Untargeted scraping of facial images from internet or CCTV to create facial recognition databases
(= violating human rights and right to privacy).
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https://www.nist.gov/

Toward an European regulation:
centered on the usage and risk analysis...

THE Al ACT

3 levels of risks depending of the usage domain
+ 1 Specific case

- High risk systems: Safety obligations

- Generative Al: Dedicated Transparency obligations
- Limited risk: Transparency obligations

- Low or minimal risk: No obligations

@ Al Safety & Safe RL Workshop — [JCAI2023 — August 21th 15
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Toward an European regulation...

High risk systems

-FOR ALL DOMAINS WITH EXISTING REGULATIONS:

— General principles
- Ex. : transportation, health, energy, toys, lifts...

SPECIFIC APPLICATIONS AREAS (requiring registration) as:

- Biometry & person categorization; - Recommendation systems (social media >45M users);
- Management of critical infrastructure - Democratic process influence;

- Essential public and private services; - Law enforcement; Migration etc.;

- Education; Employment; - Administration of justice;

- For all (applications not already governed by European legislation)

Al Safety & Safe RL Workshop — IJCAI2023 — August 21th



https://www.nist.gov/

Requirements

High-risk Al based systems

- Data set pertinent, representative, free of errors and complete

- Technical documentation establishing conformity to requirements

- Sufficient transparency

@ Al Safety & Safe RL Workshop — IJCAI2023 — August 21th
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HE Al ACT

W\ :‘ ik * | o o

5

uropean Parliament

Generative Al based applications

- Assess and mitigate possible risks (regarding to the possible uses and contexts of use)
(to health, safety, fundamental rights, the environment, democracy and rule of law)

- Register the models in the EU database before release on the EU market
Should be

- Comply with transparency requirements: technology

« Disclosing that the content was Al-generated agnostic...

* Ensure safeguards against generating illegal content
* Provide publically detailed summaries of the copyrighted data used for training
* Provide capabilities measuring and logging resource consumption (over their entire lifecycle)

Challenge is how to adopt a risk oriented approach when usages are not known in advance

@ Al Safety & Safe RL Workshop — [JCAI2023 — August 21th 18



Requirements

THE Al ACT

Limited-risk Al based systems (not based on Generative Al)

- Such as (i.e. chatbots), emotion recognition systemes,

biometric categorisation systems, and Al systems that generate or manipulate image,
audio or video content (i.e. deepfakes) :

> Interacting with natural persons: ensure natural persons are informed of the Al nature

> Disclose that the content has been artificially generated or manipulated

@ Al Safety & Safe RL Workshop — IJCAI2023 — August 21th
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Al liability: a more protective law

The specific characteristics of Al
make it particularly difficult to meet the burden of proof for a successful claim
(e.g. opacity/lack of transparency, explainability,
autonomous behaviour, continuous adaptation, limited predictability)

Adaptation of law to allow for compensation for damages

> Reduce liability rules uncertainty and risk of legal fragmentation

> Causality not mandatory
(except for High Risk Al because they have to provide transparency and thus give the means to establish causality links)

of product and services (depending on context of use)

Will depend to impact analysis depending of the risks entailed by the uses

Will depend to quality of development, transparency, effective oversight by natural persons

@ Al Safety & Safe RL Workshop — IJCAI2023 — August 21th



Trust - Certification - Regulation = Standards

2018 « HLEG »

- 2021 « AlAct» = 2022 Normalisation = 2024...!

----------------------------------------------------------------------------- » Avery fast process

European Al Regulation

Y
ﬁ THE Al ACT

EU Artificial Intelligence Act: Risk levels

Social scoring, mass
surveillance, manipulation of
behaviour causing harm

Access to employment, ﬁ '
education and public services, = o v’
safety components of vehicles, H Igh risk A

law enforcement, etc.

Impersonation, Chatbots, ; b

i it vl
emotion recognition, S . RS . )
biometric categorization Limited risk \q_O‘iw-"' 4 . obllgatlon
deep fake

Remaining / Minimal risk \

® Prohlblted

Conformity
assessment

4

Will influence regulations
of the other countries
- « the RGPD effect... »
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Transparency

:g; No
B i % obligation

Standardisation
Coordinate French SEasr Al national

contributions 2 commission

!
\ =X CENELE

October 2022, request for:

Producing standards
supporting the regulation
December 2024: Agreed and harmonized standard

End of « technical work:

December 2023!
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Standards organization

Horizontal and general standard for Al Act

aCUNIIISERIUEEE Mainly identify &
the existing ones reuse existing
elements

* Risk management systems
» Governance and quality of datasets

e ||| T | [ || | [ » Record keeping through logging capabilities
Yoostusory o oA e cye mumm anatybcs and ML 3
o wermares | [ || [ maemom | [ o v | — » Transparency and information provisions
e =l 1B CENELEC _
— | e Lammes, | ([ « Human oversight
e e 2528 A terminology and conceptual « Accuracy specifications
i gz || st oo — [ = BACKBONE FOR DOMAIN STANDARDS L
= S | || e * Robustness specifications
At nibigence - st Gt o LTI %ﬂ . o .
I = ‘ ‘ ‘ « Cybersecurity specifications
el ol || p— « Quality management systems
L S Inchres in Sandards mmm mdﬂg'd mm )
L == | B = LL » Conformity assessment
wG13 Safety scaz SC37 Blometrics (D <
m;:}‘&ﬂ £2010, 42020, 42030 s“‘n”',;’u‘n”s?;m m‘:ﬁ‘m 19758 24641 P LLI < O
SC7-5C42JWG2 sc7 (D — m .
o S Defines the « What »
H = Concepts =
Credits: Henri Sohier, Co-project leader, “Al Trustworthiness characterization”, CEN-CENELEC JTC21 WG4 NOt th € « HOW »
@ Al Safety & Safe RL Workshop — [JCAI2023 — August 21th 22



Labelling approach to complete

certification

VDE Al e

® A virtual example

System-wise Company-wise
POSITIVVE/NI i '
I E E E (standard: VDE) (standard: Positive Al)

-® |abel for system trust and/or company trust (or more)
Name of the original labels or standards

System Attributes
Confiance e \ .
Transparency Privacy
\Oh/ £ F

® System attributes in
case of system trust

Accountability Fairness
(AdeiD £ F cllA
Reliability
(A
Certified by QR code
Optional if it can be @— E ™
a self-declaration
Conf .
Group

=] 52
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® Link to more information (the
summary can never show
everything)
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What about safety?

24
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A W
TRUST challenge: a set of characteristics

ENGINEERING VIEW POINT USAGE VIEW POINT

SAFETY CERTIFICATIO
gy, Kelubhitiy,
cém/f/é‘/ /%244/

LIhis Swital é///d/;of
%Wd///z///é‘/j

QoS Lptaiailly

ARLNCY

fotustress /&m/%g/ |
Jraceatity htepretatity  THRANS)

Al community see Al

Safety community see components as SW

Al components as
(physical) systems l

Al Act
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Mastering the process
- the specification

26
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Operational Design Domain

« Operating conditions under which a given
driving automation system or feature thereof is
specifically designed to function, including, but

« Operating conditions under which a given system e S
|S S DECIfI Cal |y d es | g N ed to fu N Ctl on » requisite presence or absence of certain traffic

. . . . - or roadway characteristic. » SAE-j3016
(including environmental, time-of-day restrictions)

Various definitions and naming depending on the domains
(concept being refined and integrated by the related standards)

m E.g.: SAE J3016, BSI PAS 1883, SAE AIR6988 (2021), {ConOps} EASA (2021), @ BENELEC
{SOD, OSED, ODD} SAE AS6983 / EUROCAE ED-xxx (Draft 3a — June 2022) . — |

Confiance & % m.
‘ °| V A, Data and Robotics

v’ from the outside of the system v’ from the inside of the system
Voluntary restriction within which Description of measurable foreseeable
the expected nominal functioning operating conditions within which a
of an Al-based system is ensured. Al-based component must operate.
E.g.: « Very heavy rainfall » E.g.: « Signal variation from
rain detection sensor »

Credits: M. Adedjouma et al. — www.confiance.ai
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ODD definition through Ontology and Analysis

A general domain analysis completed during design

1. road structure; 1. Road type and capacity;

: i 2. Road surface type and quality; i
2. l‘OE.!d users, includi 3. Road geometry; Full Intersection Traffic Control Signals, Formallsed’
3. anlmals; a. Horizontal alignment; Intersection Pedestrian Signals, Stru Ctu red

Midblock Pedestrian Signals,
Bicycle Control Signals,
Movable Span Bridge Signals,

Transit Priority Signals, O N TO LO G Y
Ramp Metering Signals,

Portable Lane Control Signals, (TaXO n 0 my)

. Train Approach Signals, and
0. Lane Direction Signals.

b. Vertical alignment;
4. Cross-section design;

a. Lane structure;

b. Roadside structure;
5. Traffic control devices;

a. Traffic signs;

b. Traffic signals:

* Czarnecki, Krzysztof. (2018).
Operational World Model Ontology
for Automated Driving Systems

N R

E.g.: Cruising in its lane

Requiremt E.g.: Capability to
i ive | ki
ANALYSIS Topics to pereelve fane markings E.g.: Distance covered
address without lane detection;
(bOth for Influence Color of markings...
design & risk factors E.g.: Multiple lane markings
an alysis) colored in roadworks areas

characteristics

Marging &

Credits: M. Adedjouma et al. — www.confiance.ai M
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ODD-based Hazard ldentification

A tool-supported framework to automate the hazard identification process

£\ 0ODD Specification @ Autonomous functions ¥& Hazard Analysis [md

using an ontological model and a specification of the Al-based system ODD

IEY

y % Import/Export
1 P (a.5) P Search bar
~= ODD (a.2)
» = Dynamic Elements
w [=] Environmental Condition! N
-] Weather Selected P
(=JParent|(=Parent | )= Wind Attributes with its
’; 9% |»© Rainfal ~_ information (a.3)
= w (=) Snowfall
’:\m S ~ = Intensity
B B Light
Moderate
OCs (a.1) O Heavy
specified b= Clandinass
in/out ODD

Operating Condition Information

Name: Rainfall

Taxonomy Standard Name: PAS1883:2020 (5.3.1.2)

Path: ODD\EnvironmentalConditions\Weather\Rainfall

Description: Rainfall intensity shall be specified in the units of mm/h.
The interval and spatial scale over which the intensity has been defined
shall also be stated. Rainfall can demenstrate significant natural
variability over time (seconds) and distance (tens of metres to
thousands of metres) and the degree of impact on connecied and
autonomous vehicle (CAV) systems might also be dependent on how
the volume of rain water Is distributed across a range of rain drop sizes.
Therefore, the specification of rainfall thresholds within an ODD
definition should include information that supparts appropriate
Interpretation.

Add/Remove/Edit Selected
OC Exceptions (a.4)

Operating Condition Exceptions

Wind.Intensity in [Storm, ViolentStorm, HurricanForce] (>24.5 m/s)

+ - 7

G. Ollier et al., Using Operational Design Domain in Hazard Identification, EDCC 2022

/ ODD\Scenery\DrivableArea\Type\Motorways -

ious functions ¥ Hazard Analysis [Research Hazardous Event || Q |

@ Maneuver-based identification & Misuses identification % Functional insufficiency identification
& Componen ¥
Selection of

Hazard Analysis
Categories (b.1)

% Environmental Triggering conditions

Exposure

maneuver not initiated
Si» Cilw

Severity Controllability

New Critical Usage Scenario Specification 1
p [[MinorRoad, Parking,SharedSpace]],
[[Day,Night]], EgoVehicle: {speed: 1w
Adaptedspeed E2
» V' e E3 1
Critical Scenarios o
» | Specification (b.2) |, s
SIL Specification v

(b.3)

|

P 3+




ODD: Data definition for Machine Learning

Example on ongoing work on dataset collection, labeling, classification vs the ODD

Conﬁ®
alv

Operational Domain

Boundary testing to
verify robustness

b data \ Operational Design

Application Domain
Data (Al)

Domain boundary

\, l

Contextual data NOT
related to ODD

Contextual data

RELATED to ODD
Dataset

specification

A 4

Validated

Dataset

-4

Data distribution analysis according

specification characteristics Sparcity anomaly detection

Many unlabeled images

Integrate newly labeled images

Automatic labeling to improve
active learning

pr—

N

£
[ aug

Credits: M. Addejouma, P. Toukam, F.-M. Ngole Mboula et al. — www.confiance.ai
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Formal methods...

31
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SAFETY: FORMAL METHODS AND Al... 2?77

Formal methods a long time ago: The prophecy

1979:“Program verification is bound to fail. We can't see how
it's going to be able to affect anyone's confidence about programs®,
in Social processes and proofs of theorems and programs”,
Communications of ACM.

The prophets By Richard De Millo, Richard Lipton, and Alan Perlis.
- Distinguished Professor of - Yale, Berkeley, - ACM, Carnegie Mellon,
Computing at the Georgia Tech Princeton, Georgia Tech  Yale, Purdue
- VP and CTO of Hewlett-Packard - Knuth Prize winner - First Turing Award recipient

Credits: Z. Chihani, www.aisafetyw.org - 2022

Fast forward a few decades

Astré

Saftware

bugt eng e

MODDELICA

PolySpace

‘Research

o[ e
a a . Z 3 Cr: =YE

EBH T AR A G

IRSH zamsus ;g ) ALSTOM ZEE:

What about Al and the hardest =

ML: we have been here before...

output layer :
input layer .
hidden layer 1 hidden layer 2

Machine learned code
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Symbolic Al
Perturbation robustness

Properties verification

Formal methods

Model interpretation
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http://www.aisafetyw.org/

Performances versus Validation

Industrial partnership
Advanced research: _,

best algorithm!

An industrial use case

s R '

-—-w—nﬂmz--

-5::|.=-._.-- ------- ‘* Lt i =
Failure 1ISO 26262: <104 : Performance : > 99,99% ! (<10

TESTS

m Performance tests could be safety tests only if they are well defined
regarding to the risks and their probabillities...

= What happens when a test fails from a safety point of view?
—> usually we ask to correct it, but it seems not applicable in ML...

> The key question is: how are they defined & what is the coverage?
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ML based Al, testing robustness

Goal: evaluate the Al component against perturbations
m Al component as a black box

m Formalised perturbations according ODD
m Automatic test generation (sample) Input }
m Compare output with the expected one i %
s E.g: « Metamorphism » i - o
(geometric transformation = ed

« any computable math formulae »)

Prediction
function p(x)

Prediction
function p(x)

Output
transformation

Predicted output Expected output

=

Credits: Z. Chihani, www.aisafetyw.org - 2022

Result

@ Al Safety & Safe RL Workshop — IJCAI2023 — August 21th
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Metamorphic testing, example

Welding control

)

How the application is robust against image degradations?

Rotation Brightness E.g.: evaluate robustness
’:‘“‘"- — againt luminosity variations

s AUTOML 1 s—AUTOML 2 s AutOML 3

AUTOML 4 s AUTOINIL 5 s SUIVI- NN

LTy ey Cisewvm rariey 84,0
82,0%
80,0%
78,0%
76,0%
- $78R9I3FFIRIOCRIEIRETRERE

Fiow 8¢ Exsagmt

B Pl paassr
Motion blur Gaussian blur

Credits: Confiance.ai — AIMOS - www.confiance.ai/ia-a-epreuve-du-bruit
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Proof of safety properties on neural networks

ACAS-XU: a complex problem (15 M of states)
- function as set of 45 connected neural networks

Is tractable through formal methods analysing the NN
m E.g. PYRAT: pyrat-analyzer.com

I
v ’
own Vint !
- - -
-

@ Al Safety & Safe RL Workshop — IJCAI2023 — August 21th

If the intruder is near and approaching from the left,
the system advises « strong right ».

Input constraints:

250 < p <400

0.2 <0<04

-3.141592 <y <-3.141592 + 0.005
100 <v,,, <400

0 <v;,, <400
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Formal verification of ML based systems

A use case: Detection of mooring line breaks

Sway
Yow

Analysis of ship's movements 4 groups of mooring lines

1) Formal verification of safety properties (safe operating domain)

- exhaustive computation of input domains Fake example: always safe
for which the system detects failures with waves under 5 m

Robustness in function of perturbation
100,00% Preng

2) Robustness evaluation of the sensitivity to

80,00%

disturbances on the inputs: s

50,00%

* Global approach: computation of interval of 000%

30,00%

acceptable perturbations s

0,00%

Credits: Z. Chihani, A. Lemesle et al., pyrat-analyzer.com, https://caisar-platform.github.io/website/ SRR eI T eRar
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Formal methods challenges

They require initial « formalisation » of properties or test objectives (ODD)
If properties are not formalised (e.g. « recognize a pedestrian »),
we need to go to internal robustness properties (e.g. « metamorphism »)

For global verification : OK with structured data (leading to « small » models)
= E.g.: command and control, tabular approaches...
But for « large » models, very huge computation is needed.

They apply well on local verification = around a particular data input

m E.g.: welding control application, the image size lead to a large NN,
—> practical computation allowed to explore until 5% of variation around any given input data

Research is very active and provides continuously new results

to deal with more and more complex Al components
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Imagine new usages &
understand real needs

Applications
Design, V&V Deployment
Certification technologies
HW/SW

New tools ~ Performance

f/d [% / New process Cost

TRUST
&
FRUGALITY

will make the
difference

francois.terrier@cea.fr
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