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A POSTME was a community coalition formed in M
to champion accountability and to promote
shared decision making in technology used
to govern society.

A Believed residents should play a significant, P O ST M E

meaningful role in deciding if and how |
survelillance technologies are funded, ght of Surveillance
acquired, or used. l alal I‘;«:‘,x,r f\hln.«.. v Equipment
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Objects Labels Web Properties Safe Search

Objects Labels Web Properties Safe Search

The exposure to the dark side of technology
and harm specifically for people of color
exists in multiple ways, as an individual
member in society, as a member of an
impacted community group, and as an

employee (Tarafdar et al., 2013, Gupta et

al., 2021).
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Technology Development

Al and hiring bias: Why
you heed to teach your
robots well

Healthy human skepticism is part of smart Al design.

Biased Al systems contributing

o $17bn gender credit gap
in emerging markets: Stud

How Algorithmic Bias Hurts People |
With Disabilities

How Stanford's vaccine algorithm caused a major
controversy and left frontline workers at the back of
the line

Minneapolis City Council votes to
ban facial recognition technology

The city said council members heard from numerous residents

concerned about privacy and accuracy.
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When Governments Step

Remote testing monitored by Al is failing the

students forced to undergo it

While automated proctoring might seem like a panacea in this age of virtual schooling, it's a
terrible solution for millions of students.

Tech policy / Al Ethics

Alis sending people tojail
—and getting it wrong

Using historical data to train risk assessment tools could mean that
machines are copying the mistakes of the past.
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Technology Development

People and employees impacted
by Al bias are rarely represented
in the development of Al
technology and given Al's ability
to perpetuate society's injustices
based on race, gender, and
sexual orientation, there are
legitimate reasons to be
concerned about Al misuse
(Agerfalk 2020, p.5, Akter et al.,
2021).
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